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# Аннотация

Волков Е. A. – Челябинск: ЮУрГУ, ЭиУ - 142, 2019. - 44с.

Данная курсовая работа состоит из трех частей.

В рамках первой части этой курсовой работы были написаны и исследованы на эффективность 3 основные метода сортировки: сортировка включением (insert), обменная сортировка (bubble) и сортировка выбором (select).

Во второй части курсовой работы была рассмотрена библиотека numpy и при помощи её решена 31 задача на работу с матрицами.

Третья часть курсовой работы состоит из решения систем линейных уравнений методом Гаусса.
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# 

# Введение

Актуальность темы. На данный момент одним из самых популярных языков программирования является python. В данной курсовой работе рассмотрено его применение для сортировки массивов, также рассмотрено применение одной из его библиотек для решения примеров линейной алгебры и систем линейных уравнений методом Гаусса.

В постоянно изменяющимся мире, в особенности мира программирования, является очень гибкость, то есть способность разными методами решить ту или иную задачу. Благодаря разнообразию библиотек при помощи python мы можем решать множество различных задач, что очень важно бля программиста.

Цели работы:

1. Познакомиться ближе с языком программирования python.
2. Методом анализа выявить наиболее эффективный метод сортировки.
3. Познакомиться с библиотекой numpy и с её помощью решить 31 задачу.
4. При помощи библиотеки numpy решить системы линейных уравнений методом Гаусса.

# Курсовая работа — часть 1: "Методы сортировки"

## Алгоритмы сортировки.

«… Сортировка к тому же, еще и сама достаточно хороший пример задачи, которую можно решать с помощью многих различных алгоритмов. Каждый из них имеет и свои достоинства, и свои недостатки, и выбирать алгоритмы нужно исходя из конкретной постановки задачи.

В общем, под сортировкой мы будем понимать процесс перегруппировки заданного множества объектов в некотором определенном порядке. Цель сортировки – облегчить последующий поиск элементов в таком отсортированном множестве. Это почти универсальная, фундаментальная деятельность. Мы встречаемся с отсортированными объектами в телефонных книгах, в списках подоходных налогов, в оглавлениях книг, в библиотеках, в словарях, на складах – почти везде, где нужно искать хранимые объекты. Даже малышей учат держать свои вещи «в порядке», и они уже сталкиваются с некоторыми видами сортировок задолго до того, как познакомятся с азами арифметики».

Н. Вирт — Алгоритмы + данные = программы

### Сортировка включением (insert).

Одним из наиболее простых и естественных методов внутренней сортировки является сортировка простыми включениями. Идея алгоритма очень проста. Пусть имеется массив ключей Arr0, Arr1, ..., ArrN‑1. Для каждого элемента массива, начиная со второго, производится сравнение с элементами с меньшим индексом. Элемент Arri последовательно сравнивается с элементами Arrj, где jЄ[i‑1;0], т.е. изменяется от i‑1 до 0. До тех пор, пока для очередного элемента Arrj выполняется соотношение Arrj > Arri, Arri и Arrj меняются местами. Если удается встретить такой элемент Arrj, что Arrj ≤ Arri, или если достигнута нижняя граница массива, производится переход к обработке элемента Arri+1. Так продолжается до тех пор, пока не будет достигнута верхняя граница массива.

Легко видеть, что в лучшем случае, когда массив уже упорядочен для выполнения алгоритма с массивом из N элементов потребуется N‑1 сравнение и 0 пересылок. В худшем случае, когда массив упорядочен в обратном порядке потребуется N(N‑1)/2 сравнений и столько же пересылок. Таким образом, можно оценивать сложность метода простых включений как O(N2).

Можно сократить число сравнений, применяемых в методе простых включений, если воспользоваться тем, что при обработке элемента Arri массива элементы Arr0, Arr1, ..., Arri‑1 уже упорядочены, и воспользоваться для поиска элемента, с которым должна быть произведена перестановка, методом двоичного деления. В этом случае оценка числа требуемых сравнений становится O(N\*Log(N)). Заметим, что поскольку при выполнении перестановки требуется сдвижка на один элемент нескольких элементов, то оценка числа пересылок остается O(N2). Алгоритм сортировки включением, оформленный в виде функции приведен ниже.

1. **def** insert(arr, N):
2. alg\_count = [0, 0]
3. **for** i **in** range(N - 1):
4. m = arr[i]
5. **j = i - 1**
6. alg\_count[0] += 1
7. **while** j >= 0 **and** m < arr[j]:
8. arr[j + 1] = arr[j]
9. alg\_count[1] += 1
10. **j -= 1**
11. arr[j + 1] = m
12. **return** alg\_count

### Обменная сортировка (bubble)

Простая обменная сортировка, называемая «методом пузырька», для массива Arr0, Arr2, ..., ArrN‑1 работает следующим образом. Начиная с конца массива сравниваются два соседних элемента ArrN‑1 и ArrN‑2. Если выполняется условие ArrN‑2 > ArrN‑1, то они меняются местами. Процесс продолжается для ArrN‑2 и ArrN‑3 и т.д., пока не будет произведено сравнение Arr1 и Arr0. Понятно, что после этого на месте Arr0 окажется элемент с наименьшим значением. На втором шаге процесс повторяется, но последними сравниваются Arr2 и Arr1. И так далее. На последнем шаге будут сравниваться только текущие значения ArrN‑1 и ArrN‑2. Понятна аналогия с пузырьком, поскольку наименьшие элементы, самые «легкие», постепенно «всплывают» к верхней границе массива.

Для метода обменной сортировки требуется число сравнений N(N‑1)/2, минимальное число пересылок 0, а среднее и максимальное число пересылок − O(N2).

Метод пузырька допускает три простых усовершенствования. Во-первых, если на некотором шаге не было произведено ни одного обмена, то выполнение алгоритма можно прекращать. Во-вторых, можно запоминать наименьшее значение индекса массива, для которого на текущем шаге выполнялись перестановки. Очевидно, что верхняя часть массива до элемента с этим индексом уже отсортирована, и на следующем шаге можно прекращать сравнения значений соседних элементов при достижении такого значения индекса. В-третьих, метод пузырька работает неравноправно для «легких» и «тяжелых» значений. Легкое значение попадает на нужное место за один шаг, а тяжелое на каждом шаге опускается по направлению к нужному месту на одну позицию.

1. **def** bubble(arr, N):
2. alg\_count = [0, 0]
3. **for** i **in** range(N - 1):
4. alg\_count[0] += 1
5. **j = 0**
6. **for** j **in** range(N - 1 - i):
7. **if** arr[j] > arr[j + 1]:
8. arr[j], arr[j + 1] = arr[j + 1], arr[j]
9. j += 1
10. **alg\_count[1] += 1**
11. i += 1
12. **return** alg\_count

### Сортировка выбором (select)

При сортировке массива Arr0, Arr2, ..., ArrN‑1 методом простого выбора среди всех элементов находится элемент с наименьшим значением Arri, и Arr0 и Arri обмениваются значениями. Затем этот процесс повторяется для получаемого подмассива Arr1, Arr2, ..., ArrN‑1, ... Arrj, Arrj+1, ..., ArrN‑1 до тех пор, пока мы не дойдем до подмассива ArrN‑1, содержащего к этому моменту наибольшее значение.

Для метода сортировки простым выбором оценка требуемого числа сравнений – N(N‑1)/2. Порядок требуемого числа пересылок, которые требуются для выбора минимального элемента, в худшем случае составляет O(N2). Однако порядок среднего числа пересылок есть O(N\*Lg(N)), что в ряде случаев делает этот метод предпочтительным.

1. **def** select(arr, N):
2. alg\_count = [0, 0]
3. **for** i **in** range(N - 1):
4. m = i
5. **j = i + 1**
6. **while** j < N:
7. alg\_count[0] += 1
8. **if** arr[j] < arr[m]:
9. m = j
10. **j += 1**
11. arr[i], arr[m] = arr[m], arr[i]
12. alg\_count[1] += 1
13. i += 1
14. **return** alg\_count

## Анализ эффективности.

При помощи программы замеряем количество сравнений и перестановок для каждого метода сортировки, которые мы применяем к упорядоченному массиву, обратно упорядоченному массиву, и исследуем количество перестановок со случайными массивами. Конечные данные записываем в отдельный файл.

1. **import** random
2. **import** select\_f
3. **import** bubble\_f
4. **import** insert\_f
6. DIM = 40
7. bubble\_arr = []
8. insert\_arr = []
9. select\_arr = []
10. **CTotal = [0, 0, 0]**
11. MTotal = [0, 0, 0]
13. **for** i **in** range(1, DIM + 1):
14. bubble\_arr.append(i)
15. **insert\_arr.append(i)**
16. select\_arr.append(i)
18. file = open("Result.txt", "w")
19. **print**("Упорядоченный массив: ")
20. **print(bubble\_arr)**
22. *# метод Select*
23. count = select\_f.select(select\_arr, DIM)
24. **print**("Упорядоченный массив: результат")
25. **print(select\_arr)**
27. CTotal[0] = count[0]
28. MTotal[0] = count[1]
30. ***# метод вставки Insert***
31. count = insert\_f.insert(insert\_arr, DIM)
32. CTotal[1] = count[0]
33. MTotal[1] = count[1]
35. ***# метод пузырька Bubble***
36. count = bubble\_f.bubble(bubble\_arr, DIM)
37. CTotal[2] = count[0]
38. MTotal[2] = count[1]
39. **print**("Размер массива:", DIM)
40. **print("Сравнений:", CTotal[0], CTotal[1], CTotal[2])**
41. **print**("Перестановок:", MTotal[0], MTotal[1], MTotal[2])
43. file.write("Упорядоченный массив:**\n** ")
44. file.write("Размер массива: " + str(DIM) + "**\n**")
45. **file.write("Сравнений: " + str(CTotal[0]) + " " + str(CTotal[1]) + " " + str(CTotal[2]) + "\n")**
46. file.write("Перестановок: " + str(MTotal[0]) + " " + str(MTotal[1]) + " " + str(MTotal[2]) + "**\n**")
48. select\_arr.clear()
49. bubble\_arr.clear()
50. **insert\_arr.clear()**
52. **for** i **in** range(DIM, 0, -1):
53. bubble\_arr.append(i)
54. insert\_arr.append(i)
55. **select\_arr.append(i)**
57. **print**("Обратно упорядоченный массив: ")
58. **print**(bubble\_arr)
60. ***# метод Select***
61. count = select\_f.select(select\_arr, DIM)
62. **print**("Обратно упорядоченный массив: результат")
63. **print**(select\_arr)
65. **CTotal[0] = count[0]**
66. MTotal[0] = count[1]
68. *# метод вставки Insert*
69. count = insert\_f.insert(insert\_arr, DIM)
70. **CTotal[1] = count[0]**
71. MTotal[1] = count[1]
73. *# метод пузырька Bubble*
74. count = bubble\_f.bubble(bubble\_arr, DIM)
75. **CTotal[2] = count[0]**
76. MTotal[2] = count[1]
77. **print**("Размер массива:", DIM)
78. **print**("Сравнений:", CTotal[0], CTotal[1], CTotal[2])
79. **print**("Перестановок:", MTotal[0], MTotal[1], MTotal[2])
81. file.write("Методы: select -- insert -- bubble**\n**")
82. file.write("Обратно упорядоченный массив:**\n** ")
83. file.write("Размер массива: " + str(DIM) + "**\n**")
84. file.write("Сравнений: " + str(CTotal[0]) + " " + str(CTotal[1]) + " " + str(CTotal[2]) + "**\n**")
85. **file.write("Перестановок: " + str(MTotal[0]) + " " + str(MTotal[1]) + " " + str(MTotal[2]) + "\n")**
87. KOL = 1500
88. CTotal = [0, 0, 0]
89. MTotal = [0, 0, 0]
91. **for** n **in** range(0, KOL):
92. select\_arr.clear()
93. insert\_arr.clear()
94. bubble\_arr.clear()
96. select\_arr = [random.randint(0, 100) **for** i **in** range(DIM)]
97. **for** i **in** range(0, DIM):
98. bubble\_arr.append(select\_arr[i])
99. insert\_arr.append(select\_arr[i])
101. *# метод Select*
102. count = select\_f.select(select\_arr, DIM)
103. CTotal[0] += count[0]
104. MTotal[0] += count[1]
106. *# метод вставки Insert*
107. count = insert\_f.insert(insert\_arr, DIM)
108. CTotal[1] += count[0]
109. MTotal[1] += count[1]
111. *# метод пузырька Bubble*
112. count = bubble\_f.bubble(bubble\_arr, DIM)
113. CTotal[2] += count[0]
114. MTotal[2] += count[1]
116. **print**("Случайный массив: **\n**")
117. **print**("Проведено экспериментов:", KOL)
118. **print**("Размер массива:", DIM)
119. **print**("Сравнений:", CTotal[0] / KOL, CTotal[1] / KOL, CTotal[2] / KOL)
120. **print("Перестановок:", MTotal[0] / KOL, MTotal[1] / KOL, MTotal[2] / KOL)**
122. file.write("**\n**Случайный массив:**\n**")
123. file.write("Проведено экспериментов: " + str(KOL) + "**\n**")
124. file.write("Размер массива: " + str(DIM) + "**\n**")
125. **file.write("Сравнений: " + str(CTotal[0] / KOL) + " " + str(CTotal[1] / KOL) + " " + str(CTotal[2] / KOL) + "\n")**
126. file.write("Перестановок: " + str(MTotal[0] / KOL) + " " + str(MTotal[1] / KOL) + " " + str(MTotal[2] / KOL))
128. file.close()

Результаты тестирования методов сортировки.

Упорядоченный массив:  
 Размер массива: 40  
Сравнений: 780 39 39  
Перестановок: 39 0 780  
Методы: select -- insert -- bubble  
Обратно упорядоченный массив:  
 Размер массива: 40  
Сравнений: 780 39 39  
Перестановок: 39 741 780  
  
Случайный массив:  
Проведено экспериментов: 1500  
Размер массива: 40  
Сравнений: 780.0 39.0 39.0  
Перестановок: 39.0 365.4633333333333 780.0

Исходя из полученный данных можем сделать вывод, что наиболее эффективным методом сортировки является сортировка выбором (select).

# Курсовая работа — часть 2: Матричная математика и работа с пакетами.

## Примеры использования библиотек.

Ниже приведены примеры кодов по использованию библиотек python и возможности их применения.

1. *# имя проекта: numpy-example*
2. *# имя файла: example\_1.py*
3. *# номер версии: 1.011*
4. *# автор и его учебная группа: Е. Волков, ЭУ-142*
5. ***# дата создания: 20.03.2019***
6. *# дата последней модификации: 25.03.2019*
7. *# связанные файлы: пакеты numpy, matplotlib*
8. *# описание: построение графика сигма-функции*
9. *# версия Python: 3.6*
10. **import matplotlib.pyplot as plt**
11. **import** numpy **as** np
13. x = np.linspace(-5, 5, 100)

16. **def** sigmoid(alpha):
17. **return** 1 / (1 + np.exp(- alpha \* x))

20. **dpi = 80**
21. fig = plt.figure(dpi=dpi, figsize=(512 / dpi, 384 / dpi))
22. plt.plot(x, sigmoid(0.5), 'ro-')
23. plt.plot(x, sigmoid(1.0), 'go-')
24. plt.plot(x, sigmoid(2.0), 'bo-')
25. **plt.legend(['A = 0.5', 'A = 1.0', 'A = 2.0'], loc='upper left')**
26. plt.show()
27. fig.savefig('sigmoid.png')

Результат
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1. *# имя проекта: numpy-example*
2. *# номер версии: 1.0*
3. *# имя файла: example\_2.py*
4. *# автор и его учебная группа: Е. Волков, ЭУ-142*
5. ***# дата создания: 20.03.2019***
6. *# дата последней модификации: 25.03.2019*
7. *# связанные файлы: пакеты numpy, matplotlib*
8. *# описание: простейшие статистические вычисления*
9. *# версия Python: 3.6*
10. **import numpy as np**
11. **import** matplotlib.pyplot **as** plt
13. ones = np.ones(50)
14. rnd = np.random.random(50) \* 0.1
15. **samples = ones + rnd**
16. *# Посчитаем среднее:*
17. np.average(samples)
18. np.mean(samples)
19. *# Медиану:*
20. **np.median(samples)**
21. *# Процентили:*
22. np.percentile(samples, 50)
23. np.percentile(samples, 95)
24. np.percentile(samples, 99)
25. ***# Максимум, минимум, peak-to-peak:***
26. samples.max()
27. samples.min()
28. samples.ptp()
29. *# А заодно уж и стандартное отклонение с дисперсией:*
30. **np.std(samples)**
31. np.var(samples)
32. *# Использованная выше функция np.random.random генерирует случайные числа с равномерным распределением.*
33. *# А если мы хотели бы использовать нормальноераспределение? Нет проблем:*
35. **samples = np.random.normal(loc=0, scale=5, size=100000)**
36. plt.hist(samples, 200)
37. plt.show()

Результат.

![](data:image/png;base64,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)

1. *#автор и его учебная группа: Е. Волков, ЭУ-142*
2. *#дата создания: 20.03.2019*
3. *# дата последней модификации: 25.03.2019*
4. *#связанные файлы: пакеты numpy, matplotlib*
5. ***# описание: линейная алгебра***
6. *#версия Python: 3.6*
7. **import** numpy **as** np
8. **import** numpy.matlib
9. **import** numpy.linalg
10. **m1 = np.arange(1, 10).reshape(3,3)**
11. **print**(m1)
12. m2 = np.identity(3)
13. **print**(m2)
14. *# Транспонируем первую матрицу, а также посчитаем след и детерминант второй:*
15. **m1.transpose()**
16. **print**(m1)
17. m2.trace()
18. **print**(m2)
19. det = np.linalg.det(m2)
20. **print(det)**
21. *# Матрицы можно складывать, умножать на число, умножать на вектор, а также умножать на другую матрицу:*
22. **print**(m1 + m2)
23. **print**(m1 \* 3)
24. m1 + np.array([1,2,3])
25. **print(m1 \* m2)**
26. *# Посчитать матрицу, обратную к данной, можно функцией np.linalg.inv:*
27. m3 = np.matlib.rand(3, 3)
28. (m3 \* np.linalg.inv(m3))
29. **print**(m3)
30. **print((m3 \* np.linalg.inv(m3)).round())**

Результат

[[1 2 3]

[4 5 6]

[7 8 9]]

[[1. 0. 0.]

[0. 1. 0.]

[0. 0. 1.]]

[[1 2 3]

[4 5 6]

[7 8 9]]

[[1. 0. 0.]

[0. 1. 0.]

[0. 0. 1.]]

1.0

[[ 2. 2. 3.]

[ 4. 6. 6.]

[ 7. 8. 10.]]

[[ 3 6 9]

[12 15 18]

[21 24 27]]

[[1. 0. 0.]

[0. 5. 0.]

[0. 0. 9.]]

[[0.26462571 0.44905269 0.93966339]

[0.51742193 0.140354 0.58910975]

[0.58209412 0.80455231 0.98531022]]

[[ 1. -0. -0.]

[-0. 1. -0.]

[-0. -0. 1.]]

## Решение задач с использованием библиотеки numpy.

1. *# Задача 1*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Найти наибольший элемент столбца матрицы A,*
4. *# для которого сумма абсолютных значений элементов максимальна*
6. **import** numpy **as** np
7. **import** random
9. N = random.randint(2, 5)
10. **M = random.randint(2, 5)**
11. **print**("N =", str(N), " - ", "M =", str(M))
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
14. a = 0
15. **for i in range(M):**
16. **if** np.sum(A[:, i]) > a:
17. a = i
18. k = np.max(A[:, a])
19. **print**("Строка с наибольшей суммой - ", str(A[:, a]))
20. **print("Наибольший элемент столбца - ", str(k))**

Результат

[[ 29 41 47]

[-38 -14 -26]]

Строка с наибольшей суммой - [ 47 -26]

Наибольший элемент столбца - 47

1. *# Задача 2*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Найти наибольшее значение среди средних*
4. *# значений для каждой строки матрицы.*
6. **import numpy as np**
7. **import** random
9. N = random.randint(2, 5)
10. M = random.randint(2, 5)
11. **print("N =", str(N), " - ", "M =", str(M))**
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
14. a = 0
15. **for** i **in** range(M):
16. **if np.mean(A[:, i], axis=0) > a:**
17. a = i
18. k = np.mean(A[:, a], axis=0)
19. **print**("Столбец с наибольшим средним значением - ", str(A[:, a]))
20. **print**("Наибольшее значение среди средних значений - ", str(k))

Решение

[[13 11]

[17 -4]

[-42 -49]]

Столбец с наибольшим средним значением - [13 17 -42]

Наибольшее значение среди средних значений - -4.0

1. *# Задача 3*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Найти наименьший элемент столбца матрицы A,*
4. *# для которого сумма абсолютных значений элементов максимальна.*
6. **import numpy as np**
7. **import** random
9. N = random.randint(2, 5)
10. M = random.randint(2, 5)
11. **print("N =", str(N), " - ", "M =", str(M))**
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
14. a = 0
15. **for** i **in** range(M):
16. **if np.sum(A[:, i]) > a:**
17. a = i
18. k = np.min(A[:, a])
19. **print**("Строка с наибольшей суммой - ", str(A[:, a]))
20. **print**("Наименьший эллемент столбца - ", str(k))

Результат

[[-37 47 19 21 41]

[ 10 -19 35 -18 16]]

Строка с наибольшей суммой - [41 16]

Наименьший эллемент столбца - 16

1. *# Задача 4*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Найти наименьшее значение среди средних*
4. *# значений для каждой строки матрицы.*
6. **import** numpy **as** np
7. **import** random
9. N = random.randint(2, 5)
10. **M = random.randint(2, 5)**
11. **print**("N =", str(N), " - ", "M =", str(M))
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
14. a = np.average(A[0, :]) *# Минимальное среднее значение строки*
15. **b = 0 *# Индекс строки с мин. значением***
16. **for** i **in** range(N):
17. **if** np.average(A[i, :]) < a:
18. a = np.average(A[i, :])
19. b = i
20. **print("Строка с наименьшим средним значением - ", str(A[b, :]))**
21. **print**("Наименьшее среднее значение - ", str(a))

Результат

[[-29 41 25 18 -26]

[-47 38 -37 -9 -6]

[ 2 25 -20 12 17]]

Строка с наименьшим средним значением - [-47 38 -37 -9 -6]

Наименьшее среднее значение - -12.2

1. *# Задача 5*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Определить средние значения по всем строкам и*
4. *# столбцам матрицы. Результат оформить в виде матрицы из N + 1 строк и M*
5. ***# + 1 столбцов.***
7. **import** numpy **as** np
8. **import** random
10. **N = random.randint(2, 5)**
11. M = random.randint(2, 5)
12. **print**("N =", str(N), " - ", "M =", str(M))
13. A = np.random.randint(-50, 50, (N, M))
14. **print**(str(A) + "**\n**")
16. M\_sr = np.mean(A, axis=0)
17. N\_sr = np.mean(A, axis=1)
19. N\_sr = np.append(N\_sr, None)
21. A = np.vstack((A, M\_sr))
22. A = np.hstack((A, N\_sr.reshape(-1, 1)))
23. **print**(A)

Результат

[[ 40 -38 5]

[ 7 -3 -20]

[ 35 -26 33]

[ 46 12 -42]

[-33 -12 -8]]

[[40.0 -38.0 5.0 2.3333333333333335]

[7.0 -3.0 -20.0 -5.333333333333333]

[35.0 -26.0 33.0 14.0]

[46.0 12.0 -42.0 5.333333333333333]

[-33.0 -12.0 -8.0 -17.666666666666668]

[19.0 -13.4 -6.4 None]]

1. *# Задача 6*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Найти сумму элементов всей матрицы.*
4. *# Определить, какую долю в этой сумме составляет сумма элементов каждого*
5. ***# столбца. Результат оформить в виде матрицы из N + 1 строк и M столбцов.***
7. **import** numpy **as** np
8. **import** random
10. **N = random.randint(2, 5)**
11. M = random.randint(2, 5)
12. **print**("N =", str(N), " - ", "M =", str(M))
13. A = np.random.randint(-50, 50, (N, M))
14. **print**(str(A) + "**\n**")
16. sm = np.sum(A)
18. m = []
19. **for** i **in** range(M):
20. **m.append(np.sum(A[:, i]))**
21. **for** i **in** range(M):
22. m[i] = round(m[i] / sm, 2)
23. A = np.vstack((A, m))
24. **print**(A)

Результат

[[-34 -5]

[-15 28]

[-21 34]

[-40 2]]

[[-34. -5. ]

[-15. 28. ]

[-21. 34. ]

[-40. 2. ]

[ 2.16 -1.16]]

1. *# Задача 7*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Найти сумму элементов всей матрицы.*
4. *# Определить, какую долю в этой сумме составляет сумма элементов каждой*
5. ***# строки. Результат оформить в виде матрицы из N строк и M+1 столбцов***
7. **import** numpy **as** np
8. **import** random
10. **N = random.randint(2, 5)**
11. M = random.randint(2, 5)
12. **print**("N =", str(N), " - ", "M =", str(M))
13. A = np.random.randint(-50, 50, (N, M))
14. **print**(str(A) + "**\n**")
16. sm = np.sum(A)
18. m = []
19. **for** i **in** range(N):
20. **m.append(np.sum(A[i, :]))**
21. **for** i **in** range(N):
22. m[i] = round(m[i] / sm, 2)
23. m = np.array(m)
24. A = np.hstack((A, m.reshape(-1, 1)))
25. **print(A)**

Результат

[[ 38 46 -33 34]

[ 30 -17 10 31]

[ 6 -31 46 -3]

[-45 -21 -4 -3]]

[[ 38. 46. -33. 34. 1.01]

[ 30. -17. 10. 31. 0.64]

[ 6. -31. 46. -3. 0.21]

[-45. -21. -4. -3. -0.87]]

1. *# Задача 8*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Определить, сколько отрицательных элементов*
4. *# содержится в каждом столбце и в каждой строке матрицы. Результат*
5. ***# оформить в виде матрицы из N + 1 строк и M + 1 столбцов.***
7. **import** numpy **as** np
8. **import** random
10. **N = random.randint(2, 5)**
11. M = random.randint(2, 5)
12. **print**("N =", str(N), " - ", "M =", str(M))
13. A = np.random.randint(-50, 50, (N, M))
14. **print**(str(A) + "**\n**")
16. M\_n = (A < 0).sum(axis=0)
17. N\_n = (A < 0).sum(axis=1)
19. N\_n = np.append(N\_n, None)
21. A = np.vstack((A, M\_n))
22. A = np.hstack((A, N\_n.reshape(-1, 1)))
23. **print**(A)

Результат

[[ 17 41 -47 -47 18]

[-46 36 -26 -50 4]

[ 49 15 -40 27 30]]

[[17 41 -47 -47 18 2]

[-46 36 -26 -50 4 3]

[49 15 -40 27 30 1]

[1 0 3 2 0 None]]

1. *# Задача 9*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Определить, сколько нулевых элементов*
4. *# содержится в верхних L строках матрицы и в левых К столбцах матрицы*
6. **import** numpy **as** np
7. **import** random
9. N = random.randint(2, 5)
10. **M = random.randint(2, 5)**
11. **print**("N =", str(N), " - ", "M =", str(M))
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
15. **L = random.randint(1, N)**
16. K = random.randint(1, M)
17. **print**("L = " + str(L) + " " + "K = " + str(K))
18. L\_n = 0
19. K\_n = 0
21. **for** i **in** A[:L].flat:
22. **if** i == 0:
23. L\_n += 1
25. **for i in A[:, : K].flat:**
26. **if** i == 0:
27. K\_n += 1
29. **print**("Количество нулевых элементов в верхних " + str(L) + " строках матрицы - " + str(L\_n))
30. **print("Количество нулевых элементов в левых " + str(K) + " столбцах матрицы - " + str(K\_n))**

Результат

[[-42 41 -33 18 -43]

[ 48 41 -43 -24 -4]]

L = 2 K = 4

Количество нулевых элементов в верхних 2 строках матрицы - 0

Количество нулевых элементов в левых 4 столбцах матрицы – 0

1. *# Задача 10*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Перемножить элементы каждого столбца матрицы*
4. *# с соответствующими элементами K-го столбца.*
6. **import numpy as np**
7. **import** random
9. N = random.randint(2, 5)
10. M = random.randint(2, 5)
11. **print("N =", str(N), " - ", "M =", str(M))**
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
15. K = random.randint(0, M)
16. **print("K = " + str(K + 1))**
17. K\_m = A[:, K].flat
19. **for** i **in** range(M):
20. **if** i != K:
21. **for k in range(N):**
22. A[k, i] = A[k, i] \* K\_m[k]
23. **print**(A)

Результат

[[-41 -3]

[ 9 0]

[-11 -17]

[ -2 -33]]

K = 1

[[-41 123]

[ 9 0]

[-11 187]

[ -2 66]]

1. *# Задача 11*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Просуммировать элементы каждой строки*
4. *# матрицы с соответствующими элементами L-й строки.*
6. **import** numpy **as** np
7. **import** random
9. N = random.randint(2, 5)
10. **M = random.randint(2, 5)**
11. **print**("N =", str(N), " - ", "M =", str(M))
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
15. **L = random.randint(0, N)**
16. **print**("L = " + str(L + 1))
17. L\_m = A[L, :].flat
19. **for** i **in** range(N):
20. **if i != L:**
21. **for** k **in** range(M):
22. A[i, k] = A[i, k] + L\_m[k]
23. **print**(A)

Результат

[[ 24 -35 -24 19 45]

[ -3 23 -5 -45 41]

[-35 -6 -46 9 -11]

[ 28 -9 43 48 17]

[-47 49 -27 -43 -27]]

L = 3

[[-11 -41 -70 28 34]

[-38 17 -51 -36 30]

[-35 -6 -46 9 -11]

[ -7 -15 -3 57 6]

[-82 43 -73 -34 -38]]

1. *# Задача 12*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Разделить элементы каждой строки на элемент*
4. *# этой строки с наибольшим значением.*
6. **import** numpy **as** np
7. **import** random
9. N = random.randint(2, 5)
10. **M = random.randint(2, 5)**
11. **print**("N =", str(N), " - ", "M =", str(M))
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
15. **for i in range(N):**
16. mx = np.max(A[i, :])
17. **for** k **in** range(M):
18. **if** A[i, k] != mx:
19. A[i, k] = round(A[i, k] / mx, 2)
20. **print(A)**

Результат

[[ -3 -44 1]

[-50 49 45]

[-23 -28 43]

[-17 24 5]]

[[ -3 -44 1]

[ -1 49 0]

[ 0 0 43]

[ 0 24 0]]

1. *# Задача 13*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Разделить элементы каждого столбца матрицы на*
4. *# элемент этого столбца с наибольшим значением.*
6. **import** numpy **as** np
7. **import** random
9. N = random.randint(2, 5)
10. **M = random.randint(2, 5)**
11. **print**("N =", str(N), " - ", "M =", str(M))
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
15. **for i in range(M):**
16. mx = np.max(A[:, i])
17. **for** k **in** range(N):
18. **if** A[k, i] != mx:
19. A[k, i] = round(A[k, i] / mx, 2)
20. **print(A)**

Результат

[[-44 -27 -35 8 21]

[ 8 -5 -7 46 43]

[ 14 -12 -34 24 46]

[ 48 19 -12 -12 -33]]

[[ 0 -1 5 0 0]

[ 0 0 -7 46 0]

[ 0 0 4 0 46]

[48 19 1 0 0]]

1. *# Задача 14*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Разделить элементы матрицы на элемент матрицы*
4. *# с наибольшим значением.*
6. **import** numpy **as** np
7. **import** random
9. N = random.randint(2, 5)
10. **M = random.randint(2, 5)**
11. **print**("N =", str(N), " - ", "M =", str(M))
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
15. **mx = A.max()**
16. A\_n = A.flat
17. **for** i **in** range(len(A\_n)):
18. **if** A\_n[i] != mx:
19. A\_n[i] = round(A\_n[i] / mx, 2)
21. A\_n = np.array(A\_n)
22. A\_n = A\_n.reshape(N, M)
23. **print**(A\_n)

Результат

[[ 49 -44 24]

[ 41 43 3]

[ 16 33 -41]

[-17 -34 30]]

[[49 0 0]

[ 0 0 0]

[ 0 0 0]

[ 0 0 0]]

1. *# Задача 15*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Все элементы имеют целый тип. Дано целое число H.*
4. *# Определить, какие столбцы имеют хотя бы одно такое число, а какие не имеют.*
6. **import** numpy **as** np
7. **import** random
9. N = random.randint(2, 5)
10. **M = random.randint(2, 5)**
11. **print**("N =", str(N), " - ", "M =", str(M))
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
15. **H = random.randint(1, 4)**
16. **print**("H = " + str(H))
18. im = []
19. nim = []
20. **for i in range(M):**
21. **if** H **in** A[:, i]:
22. im.append(i+1)
23. **else**:
24. nim.append(i+1)
26. **print**("Столбцы, которые имеют хотя бы одно число H - " + str(im))
27. **print**("Столбцы, которые не имеют это число - " + str(nim))

Результат

[[ -5 -47]

[ 43 25]

[-37 36]]

H = 4

Столбцы, которые имеют хотя бы одно число H - []

Столбцы, которые не имеют это число - [1, 2]

1. *# Задача 16*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Исключить из матрицы строку с номером L.*
4. *# Сомкнуть строки матрицы.*
6. **import** numpy **as** np
7. **import** random
9. N = random.randint(2, 5)
10. **M = random.randint(2, 5)**
11. **print**("N =", str(N), " - ", "M =", str(M))
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
15. **L = random.randint(0, N-1)**
16. **print**("L = " + str(L+1))
17. A = np.delete(A, L, axis=0)
19. **print**(A)

Результат

[[ 45 32]

[-19 26]]

L = 2

[[45 32]]

1. *# Задача 17*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Добавить к матрице строку и вставить ее под*
4. *# номером L.*
6. **import** numpy **as** np
7. **import** random
9. N = random.randint(2, 5)
10. **M = random.randint(2, 5)**
11. **print**("N =", str(N), " - ", "M =", str(M))
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
15. **L = random.randint(0, N-1)**
16. **print**("L =", str(L+1))
17. L\_n = np.random.randint(-50, 50, (1, M))
18. **print**("Вставляемая строка -", str(L\_n))
20. **A = np.insert(A, L, L\_n, axis=0)**
21. **print**(A)

Результат

[[ 41 -22 -29]

[ 43 -22 14]

[-14 10 6]

[-18 -15 -44]]

L = 2

Вставляемая строка - [[ 37 -42 -49]]

[[ 41 -22 -29]

[ 37 -42 -49]

[ 43 -22 14]

[-14 10 6]

[-18 -15 -44]]

1. *# Задача 18*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Найти сумму элементов, стоящих на главной*
4. *# диагонали, и сумму элементов, стоящих на побочной диагонали (элементы*
5. ***# главной диагонали имеют индексы от [0,0] до [N,N], а элементы побочной***
6. *# диагонали — от [N,0] до [0,N]).*
8. **import** numpy **as** np
9. **import** random
11. N = random.randint(2, 5)
12. M = random.randint(2, 5)
13. **print**(N, M)
14. A = np.random.randint(-50, 50, (N, M))
15. **print(str(A) + "\n")**
17. b = A.trace()
18. c = A[::-1].trace()
20. **print("Сумма элементов главной диагонали =", str(b))**
21. **print**("Сумма элементов побочной диагонали =", str(c))

Результат

2 3

[[-13 32 38]

[-17 29 47]]

Сумма элементов главной диагонали = 16

Сумма элементов побочной диагонали = 15

1. *# Задача 19*
2. *# Создать квадратную матрицу A, имеющую N строк и N столбцов со*
3. *# случайными элементами. Определить сумму элементов, расположенных*
4. *# параллельно главной диагонали (ближайшие к главной). Элементы главной*
5. ***# диагонали имеют индексы от [0,0] до [N,N].***
7. **import** numpy **as** np
8. **import** random
10. **N = random.randint(2, 5)**
11. **print**("N =", str(N))
12. A = np.random.randint(-50, 50, (N, N))
13. **print**(str(A) + "**\n**")
15. **s = A.diagonal(-1).sum() + A.diagonal(1).sum()**
16. **print**("Сумма элементов, расположенных параллельно главной диагонали =", str(s))

Результат

N = 3

[[ -4 -11 13]

[ 30 28 47]

[-20 -48 9]]

Сумма элементов, расположенных параллельно главной диагонали = 18

1. *# Задача 20*
2. *# Создать квадратную матрицу A, имеющую N строк и N столбцов со случайными*
3. *# элементами. Определить произведение элементов,расположенных параллельно*
4. *# побочной диагонали (ближайшие к побочной).*
5. ***# Элементы побочной диагонали имеют индексы от [N,0] до [0,N].***
7. **import** numpy **as** np
8. **import** random
10. **N = random.randint(2, 5)**
11. **print**("N =", str(N))
12. A = np.random.randint(-50, 50, (N, N))
13. **print**(str(A) + "**\n**")
14. A = A[::-1]
15. **s = np.prod(A.diagonal(-1)) \* np.prod(A.diagonal(1))**
16. **print**("Произведение элементов, расположенных параллельно главной диагонали =", str(s))

N = 3

[[ 25 -37 -19]

[-36 38 -47]

[-14 31 9]]

Произведение элементов, расположенных параллельно главной диагонали = -1940724

1. *# Задача 21*
2. *# Создать квадратную матрицу A, имеющую N строк и N столбцов со*
3. *# случайными элементами. Найти сумму элементов, расположенных выше*
4. *# главной диагонали, и произведение элементов, расположенных выше*
5. ***# побочной диагонали (элементы главной диагонали имеют индексы от [0,0]***
6. *# до [N,N], а элементы побочной диагонали — от [N,0] до [0,N]).*
8. **import** numpy **as** np
9. **import** random
11. N = random.randint(2, 5)
12. **print**("N =", str(N))
13. A = np.random.randint(-50, 50, (N, N))
14. **print**(str(A) + "**\n**")
16. R\_sum = []
17. **for** i **in** range(1, N):
18. a = (np.diagonal(A, i).tolist())
19. **for** k **in** a:
20. **R\_sum.append(k)**
21. **print**("Элементы выше главной диагонали -", str(R\_sum))
22. **print**("Сумма элементов выше главное диагонали =", str(np.sum(R\_sum)), "**\n**")
24. R\_pr = []
25. **A = A[::-1]**
26. **for** i **in** range(-1, -N, -1):
27. a = (np.diagonal(A, i).tolist())
28. **for** k **in** a:
29. R\_pr.append(k)
30. **print("Элементы выше побочной диагонали -", str(R\_pr))**
31. **print**("Произведение элементов выше побочной диагонали =", str(np.prod(R\_pr)))

 Результат

[[ -9 -27]

[ 15 -49]]

Элементы выше главной диагонали - [-27]

Сумма элементов выше главное диагонали = -27

Элементы выше побочной диагонали - [-9]

Произведение элементов выше побочной диагонали = -9

1. *# Задача 22*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Исходная матрица состоит из нулей и единиц.*
4. *# Добавить к матрице еще один столбец, каждый элемент которого делает*
5. ***# количество единиц в каждой строке чётным.***
7. **import** numpy **as** np
8. **import** random
10. **N = random.randint(2, 5)**
11. M = random.randint(2, 5)
12. **print**("N =", str(N), ",", "M =", str(M))
13. A = np.random.randint(0, 2, (N, M))
14. **print**(str(A) + "**\n**")
16. New\_s = []
17. **for** i **in** range(N):
18. **if** A[i, :].sum() % 2 == 0:
19. New\_s.append(0)
20. **else:**
21. New\_s.append(1)
22. A = np.insert(A, M, New\_s, axis=1)
23. **print**(A)

Результат

[[0 1]

[1 0]

[1 0]]

[[0 1 1]

[1 0 1]

[1 0 1]]

1. *# Задача 23*
2. *# Создать квадратную матрицу A, имеющую N строк и N столбцов со*
3. *# случайными элементами. Найти сумму элементов, расположенных выше*
4. *# главной диагонали, и произведение элементов, расположенных выше*
5. ***# побочной диагонали (элементы главной диагонали имеют индексы от [0,0]***
6. *# до [N,N], а элементы побочной диагонали — от [N,0] до [0,N]).*
8. **import** numpy **as** np
9. **import** random
11. N = random.randint(2, 5)
12. **print**("N =", str(N))
13. A = np.random.randint(-50, 50, (N, N))
14. **print**(str(A) + "**\n**")
16. R\_sum = []
17. **for** i **in** range(1, N):
18. a = (np.diagonal(A, i).tolist())
19. **for** k **in** a:
20. **R\_sum.append(k)**
21. **print**("Элементы выше главной диагонали -", str(R\_sum))
22. **print**("Сумма элементов выше главное диагонали =", str(np.sum(R\_sum)), "**\n**")
24. R\_pr = []
25. **A = A[::-1] *# Отражение матрицы***
26. **for** i **in** range(-1, -N, -1):
27. a = (np.diagonal(A, i).tolist())
28. **for** k **in** a:
29. R\_pr.append(k)
30. **print("Элементы выше побочной диагонали -", str(R\_pr))**
31. **print**("Произведение элементов выше побочной диагонали =", str(np.prod(R\_pr)))

 Результат

[[ 42 19 -18 13]

[-26 -21 20 -2]

[-46 24 20 5]

[ 25 -17 -3 -49]]

Элементы выше главной диагонали - [19, 20, 5, -18, -2, 13]

Сумма элементов выше главное диагонали = 37

Элементы выше побочной диагонали - [-46, -21, -18, -26, 19, 42]

Произведение элементов выше побочной диагонали = 360766224

1. *# Задача 24*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Дан номер строки L и номер столбца K, при*
4. *# помощи которых исходная матрица разбивается на четыре части. Найти*
5. ***# сумму элементов каждой части.***
7. **import** numpy **as** np
8. **import** random
10. **N = random.randint(5, 8)**
11. M = random.randint(5, 8)
12. **print**("N =", str(N), " - ", "M =", str(M))
13. A = np.random.randint(-50, 50, (N, M))
14. **print**(str(A) + "**\n**")
16. L = random.randint(2, N - 2)
17. K = random.randint(2, M - 2)
18. **print**("L =", str(L + 1), "K =", str(K + 1))
19. M\_n = [A[:L, :K], A[:L, K:], A[L:, :K], A[L:, K:]]
20. **for i in range(len(M\_n)):**
21. **print**(M\_n[i], "Сумма элементов =", str(np.sum(M\_n[i])), "**\n**")

 Результат

[[ 4 -21 37 -36 -27]

[ 43 -42 17 -45 32]

[-17 -2 0 7 -31]

[ 6 -29 -20 -21 -44]

[-35 16 35 -12 -37]]

L = 4 K = 4

[[ 4 -21 37]

[ 43 -42 17]

[-17 -2 0]] Сумма элементов = 19

[[-36 -27]

[-45 32]

[ 7 -31]] Сумма элементов = -100

[[ 6 -29 -20]

[-35 16 35]] Сумма элементов = -27

[[-21 -44]

[-12 -37]] Сумма элементов = -114

1. *# Задача 25*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со случайными элементами.*
3. *# Определить, сколько нулевых элементов*
4. *# содержится в каждом столбце и в каждой строке матрицы. Результат*
5. ***# оформить в виде матрицы из N + 1 строк и M + 1 столбцов.***
7. **import** numpy **as** np
8. **import** random
10. **N = random.randint(2, 5)**
11. M = random.randint(2, 5)
12. **print**("N =", str(N), " - ", "M =", str(M))
13. A = np.random.randint(-50, 50, (N, M))
14. **print**(str(A) + "**\n**")
16. M\_n = (A == 0).sum(axis=0)
17. N\_n = (A == 0).sum(axis=1)
19. N\_n = np.append(N\_n, None)
21. A = np.vstack((A, M\_n))
22. A = np.hstack((A, N\_n.reshape(-1, 1)))
23. **print**(A)

Результат

[[ 33 28 1]

[-19 -20 21]

[-40 -24 42]

[-47 15 37]

[-19 42 -21]]

[[33 28 1 0]

[-19 -20 21 0]

[-40 -24 42 0]

[-47 15 37 0]

[-19 42 -21 0]

[0 0 0 None]]

1. *# Задача 26*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Дан номер строки L и номер столбца K, при*
4. *# помощи которых исходная матрица разбивается на четыре части. Найти*
5. ***# среднее арифметическое элементов каждой части.***
7. **import** numpy **as** np
8. **import** random
10. **N = random.randint(5, 8)**
11. M = random.randint(5, 8)
12. **print**("N =", str(N), " - ", "M =", str(M))
13. A = np.random.randint(-50, 50, (N, M))
14. **print**(str(A) + "**\n**")
16. L = random.randint(2, N - 2)
17. K = random.randint(2, M - 2)
18. **print**("L =", str(L + 1), "K =", str(K + 1))
19. M\_n = [A[:L, :K], A[:L, K:], A[L:, :K], A[L:, K:]]
20. **for i in range(len(M\_n)):**
21. **print**(M\_n[i], "Среднее арифметическое элементов =", str(np.sum(M\_n[i]) / len(M\_n[i])), "**\n**")

Результат

[[-13 -9 -18 32 47]

[-29 -16 45 21 -40]

[ -3 -8 26 -11 -20]

[ -8 31 -3 -44 47]

[ 47 15 31 -49 29]]

L = 3 K = 4

[[-13 -9 -18]

[-29 -16 45]] Среднее арифметическое элементов = -20.0

[[ 32 47]

[ 21 -40]] Среднее арифметическое элементов = 30.0

[[-3 -8 26]

[-8 31 -3]

[47 15 31]] Среднее арифметическое элементов = 42.666666666666664

[[-11 -20]

[-44 47]

[-49 29]] Среднее арифметическое элементов = -16.0

1. *# Задача 27*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со случайными элементами.*
3. *# Все элементы имеют целый тип. Дано целое число H. Определить, какие строки имеют хотя бы одно*
4. *# такое число, а какие не имеют.*
6. **import** numpy **as** np
7. **import** random
9. N = random.randint(2, 5)
10. **M = random.randint(2, 5)**
11. **print**("N =", str(N), " - ", "M =", str(M))
12. A = np.random.randint(1, 4, (N, M))
13. **print**(str(A) + "**\n**")
15. **im = []**
16. neim = []
17. H = random.randint(1, 4)
18. **print**("H =", str(H))
19. **for** i **in** range(N):
20. **if H in A[i, :]:**
21. im.append(i+1)
22. **else**:
23. neim.append(i+1)
24. **print**("Строки,которые имеют хотя бы одно число H -", str(im))
25. **print("Строки, которые не имеют число H -", str(neim))**

Результат

[[1 2 3 2 3]

[2 2 1 1 2]]

H = 2

Строки,которые имеют хотя бы одно число H - [1, 2]

Строки, которые не имеют число H - []

1. *# Задача 28*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Исключить из матрицы столбец с номером K.*
4. *# Сомкнуть столбцы матрицы.*
6. **import** numpy **as** np
7. **import** random
9. N = random.randint(2, 5)
10. **M = random.randint(2, 5)**
11. **print**("N =", str(N), " - ", "M =", str(M))
12. A = np.random.randint(1, 4, (N, M))
13. **print**(str(A) + "**\n**")
15. **K = random.randint(1, M-1)**
16. **print**("K =", str(K+1))
18. A = np.delete(A, K, axis=1)
19. **print**(A)

Результат

[[3 1 1 1 3]

[2 1 3 3 3]

[1 2 1 2 1]

[1 1 2 1 3]]

K = 3

[[3 1 1 3]

[2 1 3 3]

[1 2 2 1]

[1 1 1 3]]

1. *# Задача 29*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Добавить к матрице столбец чисел и вставить его*
4. *# под номером K.*
6. **import** numpy **as** np
7. **import** random
9. N = random.randint(2, 5)
10. **M = random.randint(2, 5)**
11. **print**("N =", str(N), " - ", "M =", str(M))
12. A = np.random.randint(-50, 50, (N, M))
13. **print**(str(A) + "**\n**")
15. **K = random.randint(0, M-1)**
16. **print**("K =", str(K+1))
17. K\_n = np.random.randint(-50, 50, (1, N))
18. **print**("Вставляемый столбец -", str(K\_n))
20. **A = np.insert(A, K, K\_n, axis=1)**
21. **print**(A)

Результат

[[-42 30 -14 -9 -13]

[ 23 38 14 -3 32]

[-40 -43 18 43 25]]

K = 3

Вставляемый столбец - [[ 45 -33 -5]]

[[-42 30 45 -14 -9 -13]

[ 23 38 -33 14 -3 32]

[-40 -43 -5 18 43 25]]

1. *# Задача 30*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Добавить к элементам каждого столбца такой*
4. *# новый элемент, чтобы сумма положительных элементов стала бы равна*
5. ***# модулю суммы отрицательных элементов. Результат оформить в виде***
6. *# матрицы из N + 1 строк и M столбцов.*
8. **import** numpy **as** np
9. **import** random
11. N = random.randint(2, 5)
12. M = random.randint(2, 5)
13. **print**("N =", str(N), " - ", "M =", str(M))
14. A = np.random.randint(-50, 50, (N, M))
15. **print(str(A) + "\n")**
17. M\_n = np.sum(A, axis=0) \* (-1)
18. A = np.vstack((A, M\_n))
19. **print**(A)

Результат

[[-24 -10 25]

[ 20 -7 -18]

[-42 45 11]]

[[-24 -10 25]

[ 20 -7 -18]

[-42 45 11]

[ 46 -28 -18]]

1. *# Задача 31*
2. *# Создать прямоугольную матрицу A, имеющую N строк и M столбцов со*
3. *# случайными элементами. Добавить к элементам каждой строки такой новый*
4. *# элемент, чтобы сумма положительных элементов стала бы равна модулю*
5. ***# суммы отрицательных элементов. Результат оформить в виде матрицы из N***
6. *# строк и M + 1 столбцов.*
8. **import** numpy **as** np
9. **import** random
11. N = random.randint(2, 5)
12. M = random.randint(2, 5)
13. **print**("N =", str(N), " - ", "M =", str(M))
14. A = np.random.randint(-50, 50, (N, M))
15. **print(str(A) + "\n")**
17. M\_n = np.sum(A, axis=1) \* (-1)
18. A = np.hstack((A, M\_n.reshape(-1, 1)))
19. **print**(A)

Результат

[[ 36 -39 40]

[-37 -27 43]

[-35 35 -29]]

[[ 36 -39 40 -37]

[-37 -27 43 21]

[-35 35 -29 29]]

# Курсовая работа — часть 3: Решение слау

Метод Гаусса при решении СЛАУ позволяет ответить на вопросы о совместности или несовместности, определенности или неопределенности системы линейных уравнений, а также отыскать все решения совместной системы. В основе метода лежит идея последовательного исключения неизвестных с помощью подстановок, суть которой состоит в приведении данной системы к другой, равносильной ей, но более простой системе. Это приведение одной системы к другой осуществляется путем элементарных преобразований, которые производятся над уравнениями системы или, что удобнее, над строками расширенной матрицы. Элементарному преобразованию системы линейных уравнений соответствует одноименное элементарное преобразование строк ее расширенной матрицы.

Дано 5 систем.

1. 1.69;1.02;1.59;1.11;0.28
2. 1.08;1.55;1.23;1.65;0.63
3. 1.50;1.34;1.50;1.13;0.09
4. 1.86;1.34;1.46;1.66;0.84
6. 1.11;1.40;1.58;1.04;0.82
7. 1.61;1.49;1.98;1.48;0.39
8. 1.45;1.21;1.12;1.04;0.45
9. 1.38;1.31;1.31;1.86;0.33
11. 1.52;1.93;1.40 1.54;0.99
12. 1.61;1.31;1.25 1.83;0.96
13. 1.81;1.30;1.26 1.61;0.99
14. 1.73;1.03;1.44 1.12;0.29
16. 1.32;1.33;1.56;1.86;1.90;1.84;0.15
17. 1.86;1.57;1.84;1.10;1.91;1.61;0.67
18. 1.93;1.55;1.49;1.29;1.08;1.89;0.37
19. 1.08;1.66;1.80;1.20;1.13;1.17;0.08
20. **1.78;1.79;1.86;1.29;1.72;1.16;0.52**
21. 1.14;1.23;1.05;1.80;1.29;1.39;0.42
23. 1.15;1.46;1.73;1.70;0.84
24. 1.89;1.78;1.54;1.49;0.79
25. **1.09;1.39;1.64;1.02;0.15**
26. 1.62;1.83;1.04;1.18;0.20

Все они записаны в личном файле в формате .csv. Найдем их решение, для этого применим код.

1. **import** numpy **as** np *# импортируем библиотеку*
3. input\_path = "date/"
4. my\_variant = "7"
5. **file\_name = input\_path + "gauss\_" + my\_variant + "\_"**
7. file = open('result-gauss-slv.csv', 'wb+')
8. file.truncate()
9. **for** i **in** range(1, 6):
10. **task\_file = file\_name + str(i) + ".csv"**
11. **print**("**\n\n**Читаем: ", task\_file)
13. *# --- исходные данные читаем из файла task\_file*
14. m = np.genfromtxt(task\_file, delimiter=';')
15. **myA = np.genfromtxt(task\_file, delimiter=';', usecols=(range(len(m - 1))))**
16. myB = np.genfromtxt(task\_file, delimiter=';', usecols=(len(m)))
17. *# --- end of исходные данные*
19. **print**("Задача " + str(i))
20. **print("Матрица A:")**
21. **print**(myA)
22. **print**("Вектор правых частей B:")
23. **print**(myB)
25. **slv = np.linalg.solve(myA, myB)**
27. **print**("Решение задачи " + str(i) + " ", slv)
28. np.savetxt(file, np.array([slv]), delimiter=',')
29. file.close()

Результат

1. 2.103687301841093149e-01,-6.796135015038191618e-01,-4.746532162454872306e-01,1.236379487705473235e+00
2. -6.049391223118242289e-01,1.692913796732238962e+00,-3.420280934024901298e-01,-3.251850981568030763e-01
3. 7.004627634461985108e-01,6.886930645501976311e-01,-1.446476441718549388e+00,4.033675346661465544e-01
4. -8.706420292735096433e-01,3.778932012676440078e+00,-3.384042619121155671e+00,-1.595482287504195851e+00,1.548140759240835163e+00,8.578826085927105938e-01
5. **7.723446247043498358e-01,-1.252588343931595682e+00,-3.173993538355492083e-02,1.079701618790398499e+00**

# Заключение.

1. Мы ближе познакомились с языком программирования python.
2. Методом анализа выявили наиболее эффективный метод сортировки.
3. Изучили библиотеку numpy и с её помощью решили 31 задачу.
4. При помощи библиотеки numpy решили системы линейных уравнений методом Гаусса.

В итоге можно сделать вывод, что python достаточно прост в понимании, а благодаря библиотекам имеет очень большой круг применения .